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ABSTRACT In recent years, crowdfunding has emerged as an alternative funding source for startups and
emerging businesses, experiencing significant growth. However, this growth has also led to an increase in
fraudulent activities. Despite the potential for fraud in the realm of crowdfunding, there is limited knowledge
of the phenomenon due to a lack of data on actual instances of fraudulent campaigns. In this paper,
we aim to address this deficiency by collecting and analyzing publicly accessible web and social media data
from a hundred fraudulent crowdfunding projects. In order to identify and comprehend the distinguishing
characteristics of fraudulent campaigns, we first propose 1) using a wide variety of characteristics of
campaign projects and project creators, including their profiles, behavior, social traits, and language; then,
2) we propose to use and combine three well-known multiple feature selection methods, which are based on
Correlation-based Feature Selection (CFS), Pearson Correlation Coefficient (PCC), and Information Gain
(IG), to identify representative features of fraudulent campaigns. Our approach identifies 10 commonly
selected key features of fraudulent crowdfunding campaigns, three of which are new, original findings.
We provide and discuss our findings and interpretations on the 10 commonly selected key features in
relation to previous studies, based on which we construct a fraud detection model with 82.04% accuracy.
We also employ Shapley Additive ExPlanations (SHAP) to interpret the fraud detection model, explaining
the importance of each feature.

INDEX TERMS Fraud detection, crowdfunding, machine learning, natural language processing, feature
selection, correlation-based feature selection, Pearson correlation coefficient, information gain, shapley
additive explanations, explainability.

I. INTRODUCTION
In recent years, the emergence of crowdfunding has rev-
olutionized the fundraising landscape, presenting itself as
a potent alternative to traditional methods of acquiring
investments. Crowdfunding harnesses the power of the
masses, by appealing to a vast network of people through
advertising project ideas online. This novel method has
become an invaluable source of support for individuals,
small businesses, startups, and industries that are grappling
with the financial hurdles of starting up. Over the past
decade, crowdfunding has proven to be a reliable and
sustainable means of securing investment, standing its
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ground against the traditional venture capital model. The
worldwide crowdfunding market is growing rapidly each
year, with $5.9 billion raised in 2021 and $6.5 billion raised
in 2022 [1].

Despite its popularity and success, crowdfunding faces
significant obstacles, including the high risk of fraud [2]. The
structure of crowdfunding, such as simplicity in exemplifying
the idea, ease of use, flexibility of requirements, lack
of legal resources for investors, and absence of financial
intermediaries, can cause increased fraudulent activity [3],
[4]. In conventional forms of entrepreneurial financing,
investors are financial institutions with access to compre-
hensive records of the founder’s (i.e., project creator’s)
credit history, academic or professional background, and the
assistance of experts in the corresponding or closely related
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field who can evaluate the quality of expected outcomes,
the team, and the probability of success [4], [5]. However,
a setting like the current platforms for crowdfunding, inwhich
individual amateurs choose which projects to fund based
on the limited information about project campaigns and
founders, is susceptible to fraud and abuse. Currently,
crowdfunding platforms raise funds without legal sanctions
against creators who promise to deliver promised rewards
on time. Consequently, it is always possible that fraudsters
may abuse the whole system and investors’ trust, which
makes them vulnerable to fraud. The ‘‘Kobe red beef jerky’’
campaign by Magnus Inc., which claimed to offer fresh
Kobe beef-based jerky from Japan and produced bogus user
experiences proving that they enjoy the taste, is a well-
known attempt of fraudulent crowdfunding [3]. It almost
achieved $120,309, roughly 50 times the campaign’s original
funding goal, from 3,252 backers (i.e., investors) in less
than a month. Fortunately, Kickstarter spotted this scam at
the last minute of fundraising time, after a documentary
film campaign named ‘‘kickstarted’’ raised questions and
doubts about the legitimacy of the campaign in a Reddit
post [6].

Crowdfunding users typically use sites such as red-
dit.com [7], kickscammed.com [8], and the Facebook group
‘‘crowdfunding projects that never delivered’’ [9] (where
hundreds of suspicious campaigns are reported and discussed
by victims) to exchange information, discuss projects, and
report fraud. This is a strong indication that victims are
experiencing worry and disruption and a sign that the general
public must be protected from the impending invasion of
deceivers. As an example, this recent increase in alleged
fraud has also resulted in federal and state-level legal
actions. The Federal Trade Commission (FTC) has initiated
the first legal enforcement action against a crowdfund-
ing campaign titled ‘‘The Doom That Came To Atlantic
City!’’, showing the willingness of the FTC to protect
consumers utilizing this emerging and developing financial
technology [10].

The rationale behind regulations and legal actions is
straightforward: fraud must be curbed to allow crowd-
funding models to flourish as an alternative, viable, and
long-lasting source of funding for start-up businesses, which
implies that unwary contributors, donors, and investors
must be protected [11]. Although crowdfunding frauds
are a new and serious threat to investors, their research
has been hampered by a lack of measurement data col-
lected from a good number of actual fraud cases. Our
research fills this gap (i) by collecting and analyzing
a hundred fraudulent crowdfunding campaigns, (ii) using
a wide range of characteristics of the campaigns and
their creators, and then (iii) combining multiple feature
selection methods. We highlight the key contributions of our
study:

a. We collected and analyzed hundreds of fraudulent
campaigns from one of the most popular and publicly
available crowdfunding sites, Kickstarter.com.We begin with

90 features1 inspired by previous related studies [4], [12],
[13], [14], which can be categorized as follows: (i) campaign
information like the number of videos and funding goal,
(ii) campaign creators’ profile and behavior information like
the number of backed or created projects and the number
of comments they have left on the other campaigns, and
(iii) linguistic features that have been proved useful in
deception and fraud detection, like the use of pronouns,
cognitive process words (i.e., ‘‘think’’, ‘‘because’’, ‘‘know’’),
and Readability [15], [16], [17], [18], extracted from all
Campaign, Updates, and Comments sections available on the
platform for fundraisers to pitch and interact with backers.

b. We strategically propose to use and combine three
well-known multiple feature selection methods, which are
Correlation-Based Feature Selection [19], Pearson correla-
tion coefficient [20], and Information Gain [19], in order
to identify representative characteristics of fraudulent cam-
paigns. In particular, we use the intersection strategy of
the three feature selection methods, to filter out less or
unrepresentative features [21]. As a result, we successfully
identified 10 commonly selected key features of fraudulent
campaigns, three of which are new, original findings.
We found that 3 (out of those 10) features from theComments
section are the most useful for detecting frauds, followed
by those from the Campaign & Creator’s information (3 out
of 10), and then those from the Updates section (4 out of 10).
We build our fraud detection model with the 10 key features,
achieving 82.04% classification accuracy.

c. We discuss our findings and their interpretations on the
key characteristics of fraudulent projects and their founders,
in relation to previous studies. In particular, the following
3 characteristics out of those 10 are our own original findings:
(i) the number of videos in the Updates section, which
seems to be daunting for fraudsters to produce and add
their owns, turned out to be a good predictor for fraud
detection. We also found that fraudsters tend to use words
of (ii) insight (i.e., ‘‘think’’, ‘‘know’’) and (iii) causation
(i.e., ‘‘because’’, ‘‘hence’’) more often in Comments section,
attempting to (a) make false excuses to justify the lack of
progress or unpreparedness, and delay of reward delivery
schedules, as well as (b) present subjective beliefs or
claims rather than objective, verifiable facts. We interpret
these results in more detail in Section IV. The other key
features of fraudulent campaigns and their creators we found
corroborating previous studies include: the smaller number
of backed campaigns, lower typo ratio, less use of location
words, first-person plural nouns, external WWW links, and
email contacts.

d. We employ SHAP to interpret the fraud detection
model by quantifying the contribution of each feature to the
detection process. Through this analysis, we validate that the
features from the comments section play a crucial role in

1In this paper, a total of 90 features are utilized, encompassing 18 features
from the project and creator information in Table 3, as well as 24 linguistic
characteristics each from the Campaign, Updates, and comments sections,
which can be observed in Tables 6, and 7, respectively.
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detecting fraudulent projects, with two of our original finding
features (i.e., insight and causal words) standing out as key
contributors, ranking first and fourth in importance.

This paper is organized as follows: In Section II, reviewing
related work. Our dataset and methodology are detailed
in Section III. The results of extracted key features and
our model for detecting fraudulent campaigns, followed
by SHAP-based interpretability analysis, are discussed and
presented in Section IV. Finally, the paper concludes in
Section V.

II. RELATED WORK
A. CROWDFUNDING
The majority of research on crowdfunding has focused on
identifying the variables that influence fundraising success or
failure and predicting success [22], [23], [24], [25], [26], [27],
[28], [29], [30]. Mollick explored the relationship between
project features and their impact on project success [28].
He found that certain static features of projects, such as the
presence of a video or spelling errors and grammar, and social
network factors, such as the number of Facebook friends of
the project creator, are highly correlated with the success
of a crowdfunding campaign [28]. Furthermore, Mollick
uncovered that a considerable 9% of funded projects failed
to deliver their rewards [31]. Greenberg et al. demonstrated
to be able to predict the success or failure of a project
with 68% accuracy using Support Vector Machines (SVM)
at the time of launch [26]. It has been known that both
online social networks (i.e., related tweets or retweets to a
campaign) [22] and offline social relationships such as friends
or family [32] influence the success of online campaigns.
Features associated with project content, such as having
a high-quality video [28], quality and consistent progress
updates [23], [26], [30], as well as the creators’ backing
history [33], creators’ relationship with backers [34] and
creators’ personality traits [29], [35], play a crucial role in
the success of the campaign. Mitra and Gilbert [27] showed
that the language or specific phrases used by the project
founders have a fundamental effect on attracting investors.
These influential terms are primarily associated with 1) social
identity, 2) reciprocity, 3) scarcity, 4) social proof, 5) liking,
and 6) authority.

In crowdfunding, particularly on Kickstarter, projects
incorporate textual components such as titles, abstracts,
detailed descriptions, reward statements, and creator biogra-
phies, which are all presented in written form and encompass
both objective and subjective elements. Wang et al. [41]
found that (i) The subjective expression of titles, detailed
descriptions, and biographies has a notably positive influence
on fundraising outcomes. (ii) When crafting the detailed
textual description, strategically placing objective content
at the beginning of the narrative, followed by subjective
statements, enhances the likelihood of achieving successful
online fundraising.

The inability of creators to acquire a sufficient number
of potential investors is one of the most common causes

of project failure on Kickstarter [36]. An et al. [36] and
Rakesh et al. [37] developed automatic recommendation
systems that link projects with potential investors consid-
ering a variety of characteristics, including project-based,
personal, location-based, and network-based characteristics.
According to Gerber’s study [25], the originality of project
ideas, rewards, and motivation to aid the community can
attract the appropriate investors. These findings provide
valuable insights and guidance for designing project content
for campaign developers.

Mollick et al. [38] found that the wisdom of the crowd
appears to be comparable to that of professionals when it
comes to determining whether or not to support a project.
Lynn et al. [39] found that strangers in crowdfunding
communities on Twitter play a direct role in the dissemination
of knowledge and investment on the platform. Kim et al. [40]
have focused on identifying the types of investors and the
influential ones, finding out what types of investors often
influence others in making investment decisions - product
specialists and market specialists.

B. DECEPTION AND FRAUD DETECTION
As the online world has become a gold mine for deceivers
and scammers, there has been much work on understanding
and identifying liars, deceivers, and fraudsters [42], [43],
by analyzing financial statement scams [44], deceptive
emails [45], deception in online dating profiles [46], and
various types of scammers on a popular online dating
site [47]. These studies have found that deceivers leave
behind traits or footprints of themselves in their content,
behavior, language, as well as networking or content propa-
gation patterns, when they attempt to deceive. In particular,
text content manipulation, as we frequently observe with
the falsification of information on social media, is one
of the most simple, prevalent and inexpensive methods of
deception. Success in deception is frequently high because
of the absence of expertise and resources for fact-checking,
transparency, as well as accountability. The linguistic method
for spotting deception shows that the unconscious use
of specific types of words can reveal the emotions and
mental state of those who are lying, as word choices in
communication can uncover various psychological and social
aspects of individuals [49]. As a result, language analysis
has been utilized to uncover fraud and deceit, including
false identities [46], deceitful financial statements [44], and
lyingmessages within businesses [45]. In computer-mediated
text-based interactions, linguistic clues such as word count,
pronouns, emotion words, and exclusivity words have been
shown to be particularly beneficial in detecting fraud [43],
[48], [50]. Due to their lack of experience and truth on
what they are trying to falsely describe or discuss, and
their need to avoid contradictions in their statements being
made, deceivers have difficulty writing and therefore provide
fewer details than truth-tellers [48], [51], [52]. The usage of
first-person pronouns is known to show a person’s ownership
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over their remark. Hence, deceivers typically avoid using it
to distance themselves from their statements [50]. Creating
a story takes a lot of cognitive resources; consequently,
liars may avoid using words with cognitive processes (e.g.,
‘‘without’’, ‘‘except’’, and ‘‘but’’) while lying [53].

Our previous work was one of the earliest studies that
empirically showed the feasibility of detecting fraudulent
crowdfunding projects using linguistic features, where we
demonstrated that scammers intentionally try to deceive
people by providing less information and writing more
carefully and less casually [54]. In online debt crowdfunding
(i.e., peer-to-peer lending), Gao and Lin [12] found that
well-established characteristics of creditworthiness, such as
readability, objectivity, signs of negativity, and deception, are
meaningfully associated with loan repayment. In particular,
a higher proportion of deception predictors (i.e., more
spelling and grammar errors and a lack of objective,
spatial, and temporal information) in a loan application are
typically associated with an increased probability of default.
Siering et al. [13] found that the use of linguistic and
content-based cues resulted in a classification accuracy of
79.7% in detecting fraudulent crowdfunding campaigns.
Cumming et al. [14] examined the correlation between vari-
ous factors and the detection capability against crowdfunding
frauds. They found that the success of detecting fraud was
correlated to factors such as the details of the campaign
description (i.e, readability, funding period duration), the
background of the campaign creators, the availability of
social information, and the characteristics of the campaign,
such as the types of rewards offered. Lee et al. [55]
found 17 features of content and creators of fraudulent
crowdfunding campaigns, with which they built a fraud
detection model with 87.3% accuracy.

The strengths of our paper over previous works are: we
(i) use a broad range of traits (90 in total, to begin with)
of crowdfunding campaigns inspired by prior related work
on crowdfunding and lie or deception detection, and then
(ii) propose to adopt and combine three well-known multiple
feature selection methods, in order to find out more common
and representative characteristics of fraudulent campaigns.
(iii) As a result, we successfully identified a smaller set of
10 key representative features of frauds, three of which are
new, original findings, yet capable of achieving classification
performance (82.04% accuracy) comparable to those of the
previous literature. (iv) We employ SHAP to further analyze
the fraudulent classification model, providing an explanation
of the importance of each feature.

III. METHODOLOGY
This section describes our methodology, including the
dataset, and the set of features we propose to use, as well as
their background hypotheses.

A. DATASET
Our dataset consists of publicly available data collected
from Kickstarter [56]. A typical crowdfunding campaign in

this dataset includes the following elements: 1) Campaign
section, where the project creator presents and elaborates
on their idea, often with supporting visual materials like
videos and still images, 2) Updates section, which provides
progress updates on the project, 3) Comments section, where
backers and creators can communicate and discuss thoughts
and feedback, 4) Community section, displaying information
on the top 10 cities and countries where backers are located
and the number of first-time and returning backers, and
5) FAQ section, which provides answers to frequently asked
questions from backers.

Due to the lack of publicly available ground truth data of
fraudulent crowdfunding campaigns, we collected hundreds
of accused campaigns from various public forums such as
Kickscammed.com [8], Reddit.com [7], and the Facebook
page ‘‘Crowdfunding Projects that Never Delivered’’ [9].
These campaigns raised approximately $11.5 million from
175,260 backers. A comprehensive review of all comments
and updates for each project was conducted, spanning a
minimum of one year after launch, up to five years for the
oldest projects, to reduce the risk of incorrect or baseless
allegations. From this, the list was narrowed down to 27 well-
known fraudulent cases and 75 highly suspected frauds, for a
total of 102 cases, based on the following criteria: (i) there are
no signs that any backers have received project outcomes even
after the promised delivery date, though it is still possible
that someone received the delivery yet have not left any
such messages at anywhere we have checked. (ii) There is
no evidence that the allegation has been resolved elsewhere,
including in the Comments section or public forums. When a
project meets conditions (i) and (ii), it is added to our list of
(highly) suspected frauds. (iii) In addition, if a campaign has
been widely criticized as a fraud via press media coverage,
such as Forbes.com, CNNMoney.com, etc., it is labeled as
a well-known fraudulent case. We also collected data from
149 non-fraudulent campaigns from successfully delivered
projects, based on their content in Updates and Comments.
These successfully delivered projects were identified from
various public forums such as the Facebook page ‘‘The
marketplace for successfully crowdfunded projects’’ [57],
and CNNMoney [58]. To collect all the data, we developed a
crawler using the widely used Selenium library [59], enabling
systematic crawling and downloading of publicly available
data from Kickstarter.

We admit that our dataset is still research-grade; however,
it comprises one hundred thoroughly examined cases,
comparable in size to those used in previous research [13],
[14]. For the protection of privacy information, we have taken
measures to anonymize social information. Specifically,
we have only verified the existence of a Facebook ID and any
external links, without storing any identification information.
Sensitive information from the Campaign, Updates, and
Comments sections, such as email address, phone number,
is anonymized by tokenization, using specific tokens such as
‘‘<email>’’ and ‘‘<phone>’’. Therefore, all direct identifiers
of users have been removed, as well as social information.
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B. FEATURE SET
Our feature set consists of i) campaign information (e.g., goal
amount, # of backers, etc.), ii) profile and behavior features
of campaign creators (e.g., backing history, comments, etc.),
iii) social traits, and (iv) linguistic features (e.g., typo ratio,
word counts, readability, etc.), extracted from Campaign,
Updates, and Comments sections. We preprocessed the raw
text data using word-level tokenization and lemmatization
with NLTK [60], converting all text to lowercase. Addition-
ally, we conducted part-of-speech tagging using the Stanford
POS Tagger [61].

1) CAMPAIGN INFORMATION
To launch a campaign, creators are required to set a goal
amount. To be successful, a campaign must achieve the
target amount within the fundraising period, typically for a
month or two. Regardless of the target goal amount, backers
can continue to pledge money during the funding period.
The currency used is the dollar; for projects using other
currencies, amounts are converted to dollars based on the
exchange rate at the project’s launch date.

• Goal: Funding goal set by the campaign creator.
• Pledged: The total amount raised by backers.
In addition to the goal and pledged amount, we adopted

using the total number of backers, the total number of reward
backers striving to get promised rewards, and the total number
of comments from backers. These features reflect the interest
of the backers and their participation in a campaign.

• #_backers: The total number of backers (#_reward_backers
+ #_people who have pledged without asking for a
reward).

• #_reward_backers: The number of backers who pledged
money to get some reward.

• #_backers_comments: The number of comments from
backers.

We also include the total number of videos and images
included in Campaign and Updates; as uploading fake or
manipulated videos or images may require much more care
and costs than making real, authentic ones, fraudsters are less
likely to use them. In 2012, there was a case where Kickstarter
pulled the plug on the project named ‘‘eye3’’ [62] Affordable
Flying Robot after people had noticed that the uploaded video
of the project page was actually photoshopped images of an
Xaircraft drone, which was already selling then.

• Videos: The total number of videos
• Images: The total number of images

2) BEHAVIORAL FEATURES OF CREATORS
Koch [63] found that creators who have backed others’
projects have higher chances of success in fundraising.
Wessel et al. have found that the creator can share their project
on Facebook, and the act of trying to get funding from people
by manipulating and increasing the likes of shared articles
has a negative impact on the success of the project [64]. In the
same context, we propose to use features capturing behavioral

history of campaign creators; the number of comments left by
the campaign creator on other campaigns before or after the
launch of their own, the number of created campaigns, and the
number of backed campaigns (i.e., # of campaigns the creator
has pledged some amount).

• #_backed_campaigns: The number of campaigns the
creator has pledged some amount of money.

• #_created_campaigns: The number of campaigns
launched by the creator so far.

• #_before_comments: The number of comments left on
other campaigns by the creator, before the launch of their
own.

• #_after_comments: The number of comments left on
other campaigns by the creator, after the launch of their
own.

Studies have shown that entrepreneurs with greater
potential, creativity, and (pro)activity have higher chances
of leading a successful business [65]. To measure how
(pro)active the creator of a project is in communicating with
backers and reporting the progress to them, we propose to use
the following features:

• #_public_updates: The number of publicly available
Updates.

• #_updates: The total number of (public + for backers-
only) Updates.

• #_comments: The total number of comments from the
creator on the given campaign.

3) SOCIAL TRAITS
The success of crowdfunding [28] and the funding of new
venture companies [66] have been reported to be related to
the size of the creator’s social network. Previous research
has shown that information related to social networks has a
significant influence on consumer decisions, e.g., movie box
office revenue [67], book sales on Amazon [68]. Wessel et al.
[14] and Lee et al. [55] claimed that people with fraudulent
behavior tend to be reluctant to expose themselves on social
media, as they intentionally avoid providing any information
or clue to minimize the risks of being held accountable for
their crimes by the public. Inspired by these studies, we add
the following traits to our feature set.

• #_external_links: The number of external links or
websites (e.g., LinkedIn, Twitter).

• Facebook_ID: Presence of Facebook ID.

4) LINGUISTIC CUES
Zuckerman and Depaulo [69] conceptualized lying as a more
cognitively complex task than truth-telling. Newman et al.
[53] found that liars can experience much more cognitive
complexity. Because liars need a lot of imagination and effort
when lying, there can be a greater cognitive load than those
who tell the truth. Under a higher cognitive load, fraudsters
are more likely to use fewer words, verbs, and sentences, with
less diversity and redundancy inwriting.We hypothesize that:

H1: Fraudsters experience greater cognitive load.
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• Quantity: The number of words, verbs, and sentences
• Diversity

-- Lexical diversity: Percentage of unique words (the
number of different words / the number of words)

-- Redundancy: The number of function words / The
number of sentences

• Typo ratio: The number of misspelled words / The
number of words

Launching campaigns and making progress updates avail-
able to backers, creators would often need to provide
information on their own, as well as when and where
they have been to, who they meet or work with, etc.
We hypothesize that fraudsters may not afford to reveal their
data or information in order to avoid or reduce the chances of
public scrutiny. We hypothesize that:

H2: Fraudsters try to hide their personal or NER
information.

• Email: The number of times the creator mentions email
addresses

• Named-entity recognition words [71]: The number of
Named-entity recognition words (i.e., names of person,
location, and organization, like James, London, and
Facebook)

Lying is related to psychologically negative emotions such
as guilt, anger, and anxiety. When people lie, they feel
discomfort and guilt [51], [52], [69], [72]. Newman [53]
found that liars used more negative emotion words. We use
the Linguistic Inquiry Word Count (LIWC) dictionary [70]
to measure emotion words. We hypothesize that:

H3: Fraudsters use less positive and more negative
emotion words.

• positive emotion: The number of positive emotion words
(e.g., ‘‘love’’, ‘‘nice’’, ‘‘good’’)

• negative emotion: The number of negative emotion
words (e.g., ‘‘hate’’, ‘‘worthless’’, ‘‘sorry’’)

The method of measuring psychological distance in
content is also often used to find the characteristics of liars.
Psychological distance is a subjective experience of reality
that the following things are close or far away from the
self, here, and now [73]: (i) temporal (e.g., my first year
of university), (ii) spatial (e.g., my house, universe), (iii)
social distance (e.g., my best friends, co-workers), and (iv)
hypothetical alternatives to reality, what would or might have
been but did not happen (e.g., If I was born 100 years ago).
Wiener and Mehrabian [74] reported that liars were more
‘‘non-immediate’’ than truth-tellers, referring to themselves
less often in their stories. Newman et al. [53] observed that
liars use first-person singular pronouns less frequently than
truth-tellers, attempting to disassociate themselves from lies
by projecting less of themselves on their contents. It has been
known that using first-person singular pronouns involves
taking ownership of a statement, by which they imply that
they are being honest with themselves [53]. We predict
that fraudulent campaign creators would use fewer singular

first-person pronouns, but more plural, second, and third-
person pronouns, instead. We hypothesize that:

H4: Fraudsters avoid using first-person pronouns, being
reluctant to take ownership of their content.

• First-person singular: The number of first-person singu-
lar pronouns

• First-person plural: The number of first-person plural
pronouns

• Second-person: The number of second-person pronouns
• Third-person: The number of third-person pronouns
Lying is cognitively difficult because it manipulates

information by costly creating false one, which requires a
lot of cognitive resources [51]. As a result, liars often avoid
the use of words with high cognitive processes, which are
known to place heavy demands on cognitive resources while
lying [53]. Cognitive process words are also measured using
the LIWC dictionary. We hypothesize that:

H5: Fraudsters use fewer cognitive process words.
• Exclusive words: The number of exclusive words. (e.g.,
‘‘except’’, ‘‘without’’, ‘‘but’’)

• Insight: The number of insight words. (e.g., ‘‘think’’,
‘‘know’’, ‘‘consider’’)

• Causal: The number of causal words. (e.g., ‘‘because’’,
‘‘effect’’, ‘‘hence’’)

Readability tests are used to evaluate the readability of
text by counting syllables, words, and sentences. Moffitt
and Burns [75] showed that deceptive financial reports have
a higher word complexity (e.g., including more qualifying
conjunctions), which means low readability. The higher
readability score means, the easier it is to read [15].
We hypothesize that:

H6: Fraudulent campaigns have a lower (text) readability.
• ARI: The Automated Readability Index [15]
• CL: The Coleman-Liau index [16]
• GF: Gunning Fog index [17]
• FKGL: Flesch-Kincaid Grade level [18]
• FRES: Flesch-Reading Ease score [18]

Readability metrics are described in detail in the
Appendix A.

C. FEATURE SELECTION
Feature selection aims to extract representative variables for
effective prediction from a given dataset. It has the advantages
of overfitting suppression, increased accuracy, as well as
decreased training time [20]. In this paper, we propose
to use and combine multiple feature selection methods to
extract a set of more representative and reliable features
by leveraging their complementary strengths. Specifically,
we propose to extract and use features commonly selected
by (i.e., the intersection of) the three well-known feature
selection methods: CFS, PCC, and IG.

CFS evaluates feature subsets based on the principle
that good feature subsets contain features highly correlated
with the target variable (i.e., fraudulent campaign) but
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uncorrelated with each other [19]. By considering the
relationships between features, it minimizes redundancy
while retaining relevant features, thus improving model per-
formance. PCC evaluates individual features by measuring
their linear correlation with the target variable, prioritizing
features based on their relevance [20]. IG is an entropy-based
measure that quantifies the reduction in uncertainty regarding
the target variable by comparing its entropy before and after
partitioning the data based on a specific feature [19]. By inte-
grating these three methods, which use distinct approaches
to evaluate features, we achieve a complementary selection
process that ensures the inclusion of relevant, informative,
and non-redundant features, resulting in a more robust and
representative feature set for prediction [21]. These methods
are used using default parameters on Weka [77].

1) CORRELATION-BASED FEATURE SELECTION (CFS) [19]
A well-known method developed to evaluate the importance
of different subsets of features within a dataset, CFSmeasures
both the predictive capability of each feature in relation to
the target variable and the degree of overlap (or redundancy)
among the features. Initially, CFS calculates correlation
matrices to determine the strength of the relationship between
each feature and the target variable, as well as the level of
correlation among the features themselves. Based on these
calculations, CFS identifies the most effective subset of
features by employing a best-first search strategy [79]. The
ideal subset comprises features that are strongly correlated
with the target outcome but have minimal correlation with
each other, ensuring a balance between strong predictive
power and low redundancy. The effectiveness of a feature
subset is evaluated using the following equation:

Ms =
krcf√

k + k(k − 1)rff
(1)

In this equation, Ms denotes the merit of the selected
feature subset, where k represents the total number of
features under consideration. The term rcf is the average
correlation between each feature and the class(i.e., target
variable), highlighting the predictive strength of features.
rff represents the average correlation between every pair of
features, indicating their redundancy.

2) PEARSON CORRELATION COEFFICIENT (PCC) [20]
Feature selection based on PCC evaluates the linear relation-
ship between individual features and the target variablewithin
a dataset using the Pearson correlation coefficient. This
method calculates the Pearson correlation for each feature in
relation to the target variable, quantifying the strength and ori-
entation of the linear association. The correlation coefficient
values range between −1 and +1, where values closer to +1
indicate a strong positive linear relationship, values closer to
−1 signify a strong negative linear relationship, and value of
0 denotes no linear correlation. Integrating a ranking method
with Pearson correlation allows for evaluating features based
on their relevance and impact. This prioritizes features

based on the absolute value of their correlation coefficients,
emphasizing their influence on the target irrespective of the
direction of the relationship.

The significance of both positive and negative correlations
is considered, with positive correlations indicating that as the
feature value increases, the target variable also increases(i.e.,
the probability of the target variable being classified into a
particular class increases in the context of binary outcomes),
and negative correlations indicate that as the feature value
increases, the target variable decreases(i.e., the probability
of the target variable being classified into an opposite class
increases). This approach ensures that features strongly
associated with the target variable, whether positively or
negatively, are highlighted. Features are ranked and selected
based on their absolute correlation values, prioritizing those
with the strongest linear relationship to the target variable,
as illustrated by the equation:

rxy =

∑n
i=1 (xi − x)(yi − y)√∑n

i=1 (xi − x)2
√∑n

i=1 (yi − y)2
(2)

In this formula, rxy represents the Pearson correlation
coefficient between a feature and the target variable, where
xi and yi denote the values of the feature and the target,
respectively. x and y indicate the mean values of the
feature and target. This method facilitates the identification
and prioritization of features based on their direct linear
correlation with the target, facilitating the selection of a
highly relevant subset of features for predictive modeling
by considering both the magnitude and direction of their
relationships.

3) INFORMATION GAIN (IG) [19]
IG measures the reduction in uncertainty about the target
variable due to the use of a feature. This metric aids in
identifying the most informative features for prediction.
It is calculated based on the difference in entropy before
and after the feature is observed. Entropy, a foundational
concept in information theory, measures the unpredictability
or randomness within a system. Mathematically, the entropy
of a target variable Y, prior to the observation of any feature,
is defined as:

H (Y ) = −

∑
y∈Y

p(y) log2(p(y)) (3)

where p(y) denotes the probability of occurrence of each
possible value of Y. When a new feature X is introduced, the
conditional entropy of Y given X is computed as:

H (Y |X ) = −

∑
x∈X

p(x)
∑
y∈Y

p(y|x) log2(p(y|x)) (4)

p(x) and p(y|x) represent the probability of observing X
and the conditional probability of Y given X, respectively.
IG represents the reduction in entropy due to the observation
of X, is calculated as:

IG(Y |X ) = H (Y ) − H (Y |X ) = H (X ) − H (X |Y ) (5)
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IG is a symmetric metric, meaning that the information
gained about Y from observing X is identical to the
information gained about X from observing Y.

D. PERFORMANCE METRICS
The following elements are used in performance metrics.

1) True Positive(TP): Correctly classified as fraudulent
projects

2) True Negative(TN): Correctly classified as non-
fraudulent projects

3) False Positive(FP): Non-fraudulent projects falsely
labeled as fraudulent projects

4) False Negative(FN): Fraudulent projects falsely labeled
as non-fraudulent projects

We employ four measures to evaluate the classification
performance of our fraud detector: (overall) accuracy, AUC,
precision, and recall.

• (Overall) accuracy: measures the ratio of correctly
classified fraud or non-fraud projects to the total number
of projects in the dataset. We applied this metric to
measure the accuracy of a classifier on our entire
dataset. The following equation shows the calculation
for accuracy:

Accuracy =
TP + TN

TP + TN + FP + FN
(6)

• AUC [76]: The Area Under the Receiver Operating
Characteristic (AUC) is calculated as the area under
the ROC curve. The ROC curve plots the True Positive
Rate (TPR) against the False Positive Rate (FPR) at
different threshold values, giving a visual representation
of how the model performs at different classification
thresholds. The AUC score ranges from 0 to 1, with a
score of 1 indicating a perfect classifier that can correctly
distinguish between positive and negative cases with
100% accuracy.

In addition to these twometrics, the followingmetrics are also
used to evaluate per-class detection performance, particularly
for frauds:

• Precision: measures the proportion of correctly classi-
fied fraudulent projects among all the projects that the
model predicted as fraudulent projects. This indicates
how precise the model’s positive predictions are. The
following equation shows the calculation for precision:

Precision =
TP

TP + FP
(7)

• Recall: measures the proportion of correctly classified
fraudulent projects among all the actual fraudulent
projects in our dataset. This indicates how many
fraudulent projects the model correctly identified. The
following equation shows the calculation for recall:

Recall =
TP

TP + FN
(8)

IV. RESULTS
This section initially focuses on extracting useful and
discriminative characteristics of fraudulent crowdfunding
projects. We then examine the feasibility of building an
accurate classification model for fraud detection.

A. DISTINGUISHING CHARACTERISTICS OF FRAUDULENT
CAMPAIGNS
Table 1 presents the results of features commonly selected
from the three feature selection algorithms, as well as each
feature selection algorithm. The CFS algorithm identified
19 features from the total of 90 input features, and PCC and
IG selected the top 20 (by rank) features that contributed the
most to classification based on rank scores. We successfully
identify 10 commonly selected key features of fraudulent
campaigns, as shown in Table 1a, three of which are
our own new, original contributions. We obtained 3, 3,
and 4 features from Campaign & Creator information,
Comments, and Updates section, respectively, none from
the Campaign section. Table 2 shows the classification
performance when each category of commonly selected
features was used exclusively, with RandomForest algorithm.
Features extracted fromCampaign&Creator information and
Comments section are good predictors for fraud detection,
achieving 67.3% and 65.7% accuracy, respectively. Our
model achieves up to 82.04% accuracy with 10 commonly
selected features and the Random Forest algorithm.

We now examine and discuss key selected distinguishing
characteristics of fraudulent campaigns. To verify our null
hypothesis that the mean of fraudulent and non-fraudulent
projects is equal, we adopt the un-paired t-test. This method
proves to be efficient and reliable, even in scenarios where the
dataset size is small [80], [81]. The statistical significance of
the t-test refers to whether the difference between ‘‘fraud’’
and ‘‘non-fraud’’ averages reflects a real difference in the
population from which the groups were sampled. Tables 6,
and 7 in Appendix B present descriptive statistics for
fraudulent and non-fraudulent campaigns in three sections
(Campaign, Updates, and Comments, respectively).

1) FEATURES FROM CAMPAIGN & CREATOR INFORMATION
AND SOCIAL TRAITS
The number of backed projects by the creator, and the
number of external links and websites, are good predictors
for detecting frauds, which is in line with [14] and [55].
Additionally, as an original finding of ours, the number of
videos in Updates section is also a good predictor. Our
classifier correctly classified fraudulent projects with 67.33%
accuracy using these three variables, as shown in Table 2.

As shown in Table 3, videos are used 3.3 times more
frequently in Updates section of non-fraudulent campaigns
than fraudulent ones (MF : 0.032, MN : 0.108, p < 0.001).
MF and MN are the mean values for frauds and non-frauds,
respectively. This result indicates that fraudsters find it more
difficult to produce and upload video content, particularly
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TABLE 1. Features commonly selected by the three algorithms, CFS, PCC, and IG.

TABLE 2. Classification performance of our model built with each
category of commonly selected features using Random Forest (Precision
and Recall on frauds).

in Updates section. We also found that non-fraudsters
invest more actively than fraudsters on the platform.
#_backed_campaigns of non-fraudsters are 2.67 times higher
than fraudsters (MF : 8.568, MN : 22.959, p < 0.001), i.e., non-
fraudsters tend to invest more often in other campaigns of
their interest. This implies that creators with a more active
backing experience on a crowdfunding platform are less
likely to set up a fraudulent campaign. Non-fraud campaigns
contain an average of 2.438 external links or websites,
whereas frauds contain an average of 1.568, which suggests
that fraudsters are more reluctant to reveal or provide further
information in addition to the campaign contents, particularly
their SNS and blog pages.

2) FEATURES FROM CAMPAIGN, UPDATES, AND
COMMENTS SECTIONS
As shown in Table 1, no features in Campaign section were
selected during our feature selection process. Looking at the
results of the t-test (as shown in Table 6) for the Campaign

section, except the case of typo ratio, the level of significance
of all features is higher than 0.05, indicating Campaign
content is not that helpful in characterizing and detecting
fraudulent campaigns.

As the number of updates and comments varied across dif-
ferent campaigns, we normalized all Updates and Comments
features before performing our experiments. Thus, except
for proportional features like typo ratio and redundancy,
we consider all those features per each update (e.g., the
average number of words per update) and per each comment
(e.g., the average number of words per comment).

In Updates section, we found that fraudsters make
fewer typographical errors than non-fraudsters (MF : 0.045,
MN : 0.060, p < 0.001). Similar patterns were observed
in Campaign and Comments sections as well, which all
consistently suggest that fraudulent campaign creators seem
to write their text content more carefully, deliberately trying
to deceive backers and potential investors.

We also found that non-fraudsters referred to email
information 3.3 and 2.2 times more than non-fraudsters in
Updates (MF : 0.049, MN : 0.162, p < 0.001) and Comments
(MF : 0.056, MN : 0.124, p < 0.001), respectively. This
result can be interpreted as a reluctance of fraudsters to
disclose their contact information, which is consistent with
previous literature [55]. Non-fraudsters used twice as many
location words (MF : 0.740, MN : 1.416, p < 0.001), e.g.,
London, Seoul, Paris. They also tend to use more names
of organizations and people than fraudsters, which support
Hypothesis 2, that fraudsters try to hide their personal or
Named-Entity Recognition information. Due to the dilemma
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TABLE 3. Campaign & Creator information and Social Traits, the mean and standard deviation of fraud and non-fraud projects, and t-tests for the
difference. Significance: *** p < 0.001, ** p < 0.01, * p < 0.05. If p-value is less than 0.05, it becomes more significant.

of the deceiver, deceivers try to conceal and avoid revealing
or releasing their information, such as names of location and
person [82], [83]. Liars tend to provide less or unverifiable
information instead of providing verifiable information.
When trying to describe a venue or location they have
not been to, it is very difficult for them to create spatial
details because they have to create imaginative and fictitious
writing [84], [85].

Notably, non-fraudsters use 1.43 times more first-person
plural pronouns in Updates (MF : 5.186, MN : 7.44,
p < 0.001), which is inconsistent with the previous literature
on computer-mediated interactive communication [50], not
supporting Hypothesis 4. It is possibly because those
non-fraudulent crowdfunding campaign creators typically
work as a team, so they naturally often refer to themselves
using first-person plural pronouns, as supported by the
following literatures; According to [87], only 28% of
approximately 10,000 crowdfunding projects are carried out
individually, whereas 72% campaigns were carried out in
teams. Franke et al. [88] found that backers of campaigns
or ventures tend to be more confident when a campaign or
venture is carried out by a team instead of an individual.
Beier and Wagner [37] also found that specific campaign
characteristics like team size and national proximity leverage
fundraising success.

In Comments section, as exemplified in Table 4, fraudsters
turned out to usemore cognitive process words such as insight
words (i.e., ‘‘think’’, ‘‘know’’, with MF : 1.563, MN : 0.937,
p < 0.001) and causal words (i.e., ‘‘because’’, ‘‘hence’’, with
MF : 1.453, MN : 0.892, p < 0.001), which are our original
findings. Interestingly, the results are in line with [89],
whereas inconsistent with [53] and our own results observed
inUpdates section.We speculate that this inconsistency is due
to the content type and communicationmode used. In the case
of [53] and our Updates section data, the contents are mainly

TABLE 4. Example comments from fraudsters using insight and causal
words examples.

filled or written in a one-way, non-interactive, presentational
mode, in which Newman et al. found that scammers and liars
tend to use fewer cognitive process words, because they have
to create or report a whole fake story, which demands a lot
of cognitive resources. In contrast, our Comments section
data mostly consists of interactive communications between
creators and backers, which is consistent with Ho et al.’s
study [89] where they also found that deceivers used more
words of insight (i.e., ‘‘think’’, ‘‘know’’), when tested with
their own dataset of interactive dialogues collected in an
online game. To get a glimpse of how and in what context
fraudsters often use those words, we present typical examples
of such comments in Table 4. We see that words of insight
and causation are often used by fraudsters to (i) make false
excuses to justify the lack of progress or unpreparedness, and
delay of the reward delivery schedules, as well as (ii) present
subjective beliefs or claims rather than objective, verifiable
facts, feeling extra fear from worrying about being caught
than truth-tellers.

B. CLASSIFICATION PERFORMANCE EVALUATION
We next measure the discriminative power of the selected
10 features of fraudulent crowdfunding campaigns, by
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TABLE 5. Classification performance of six machine learning algorithms
(10-fold cross-validation).

building and evaluating the classification performance of six
well-knownmachine learning algorithms: Naive Bayes (NB),
Support Vector Machines (SVM), J48 Decision Tree (J48),
Random Forest (RF), k-Nearest Neighbors (k-NN), and
Logistic Regression (LR). In this study, the classification
models are implemented and evaluated using the free
machine learning software Weka (with default parameters)
[77]. The evaluation is conducted using 10-fold cross-
validation with 90% of the data used for training and 10% for
testing. To create a classifier with the best accuracy, we use
the 10 commonly selected features by the three multiple
feature selection methods, shown in Table 1. As shown in
Table 5, RF performs best for accurate classification of
fraudulent and non-fraudulent campaigns, with an overall
accuracy of 82.04%, 82.19% precision, 71.27% recall,
and 0.802 AUC, followed by LR (80.44% accuracy and
0.773 AUC), SVM (79.26% accuracy and 0.766 AUC), k-NN
(76.86% accuracy and 0.742 AUC), J48 (68.5% accuracy and
0.68 AUC), and then NB (67.3% accuracy and 0.693 AUC).
Our proposed method is capable of achieving classification
performance comparable to those of the previous literature,
with an accuracy of 82.04% [12], [13], [55]. The precision
and recall analysis of RF and LR, which are the top-
performing algorithms, shows that precision scores are
higher than recall by approximately 11-27%. LR achieves a
precision of 87.14%, demonstrating a high level of accuracy
in classifying fraudulent campaigns. This indicates that the
models are effective at minimizing false positives, which is
crucial for maintaining user trust, but the relatively lower
recall suggests that some fraudulent campaigns may go unde-
tected. In contrast, The NB classifier achieved the highest
recall rate of 80.36% among all algorithms, highlighting its
strong capability to detect fraudulent campaigns, particularly
in scenarios where minimizing false negatives is critical.
However, this high recall is offset by its lowest precision score
of 57.03%, indicating a significant trade-off. Considering
this trade-off, RF emerges as a more effective choice for
detecting fraudulent campaigns, providing a well-balanced
approach that jointly considers both precision and recall. Our
proposed approach successfully identified a smaller set of
10 key characteristics of frauds, with which our model is
capable of achieving classification performance comparable
to the previous literatures. Besides, three of those selected
features – (i) fewer videos inUpdates, (ii) more use of insight
and (iii) causal words in Comments – are our own new,
original findings.

FIGURE 1. SHAP summary plot showing the contribution of features to
the fraudulent campaign detection model (Random Forest, the
best-performing model). (C&C): Campaign & Creator information,
(U): Updates section, (C): Comments section.

C. MODEL EXPLAINABILITY
We examine how features contribute to the fraudulent
campaign detection model using SHAP [90]. SHAP values
quantify each feature’s contribution to the model’s predic-
tions, providing a mathematically consistent explanation of
their impact on the decision-making process. This approach
helps elucidate the model’s reasoning behind classifying
fraudulent campaigns. The SHAP summary plot, as shown in
Figure 1, provides a visual representation of the importance
and distribution of each feature’s impact on the model’s
predictions. In the SHAP summary plot, each row represents
a feature, and each dot corresponds to a specific data sample.
The x-axis denotes the SHAP value (impact on the model’s
output), while the color of each dot represents the magnitude
of the feature’s value in the respective sample (e.g., red for
high values and blue for low values). Positive SHAP values
indicate that the corresponding feature increases the predicted
probability of fraudulent campaigns, while negative SHAP
values decrease it. Features at the top of the plot are the most
influential in the model’s predictions.

Figure 1 presents the SHAP analysis conducted on the
Random Forest model, which achieved the highest accuracy
in Table 5. As shown in Figure 1, insight and causal words
from the Comments section, two of the three newly identified
features in this study, rank first and fourth, respectively,
in their positive impact on the fraudulent campaign detec-
tion model. When the values of these features are high
(represented by red dots), the likelihood of a campaign
being classified as fraudulent significantly increases. This
observation strongly reinforces the findings discussed earlier,
where we noted that words of insight and causation are often
used by fraudsters to (i) make false excuses to justify the
lack of progress or unpreparedness, and delay of reward
delivery schedules, as well as (ii) present subjective beliefs
or claims rather than objective, verifiable facts, possibly
due to heightened fear from worrying about being caught
compared to truth-tellers. The number of backed projects by
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the creator shows that lower values (blue dots) increase the
likelihood of a fraudulent campaigns, while higher values
(red dots) reduce it, suggesting that creators with more
crowdfunding investment experience are generally perceived
as more trustworthy. The Comments section emerges as
the most significant contributor to fraudulent campaign
detection model, including insight and causal words, and
email mentions, rank among the top four most impactful
features. This underscores the critical role of linguistic
patterns reflected in the Comments section content by project
creators.

V. CONCLUSION
Crowdfunding has grown in popularity recently as a new
method for startups and developing businesses to raise funds.
As crowdfunding grows in popularity, there is also a signifi-
cant risk of fraud. Despite growing concern over the growing
threat of fraudulent crowdfunding projects, little is known
about them, primarily due to a lack of measurement data
collected from real-world datasets.We collected and analyzed
hundreds of fraudulent campaigns from one of the most
popular and publicly available crowdfunding sites, Kick-
starter.com. We begin with 90 features inspired by previous
related studies, contained in campaign information, campaign
creators’ profile and behavior information, and linguistic
features that have been proved useful in deception detection.
We strategically use and combine three well-known multiple
feature selection methods, based on CFS, PCC, and IG,
in order to identify representative features of fraudulent
campaigns.We identified 10 commonly selected key features,
three of which were our own original findings. Based on the
10 key features, our model classified fraudulent campaigns
with 82.04% accuracy. To identify the most important
features in the model, we used SHAP to demonstrate that
insight and causal words, frequently used by fraudsters in the
Comments section to make false excuses for delays, justify
lack of progress, or present subjective beliefs rather than
objective facts, ranked as the first and fourth most impactful
features among the 10 commonly selected key features.

We admit that our work has limitations. There is no
legal proof or evidence that the campaigns contained in
our dataset are 100% absolute scams. We acknowledge that
our dataset is still research-grade; however, it comprises
over one hundred thoroughly reviewed fraudulent instances,
making it comparable in size to those used in earlier studies.
We use Kickstarter, one of the largest and most active
crowdfunding platforms, but relying on a single platform
limits the generalizability of our findings. Other platforms,
such as Indiegogo or GoFundMe, may exhibit different
patterns or characteristics of fraudulent behavior. Therefore,
as part of our future research, we plan to expand the
dataset to include multiple platforms to further enhance the
generalizability of our results. We also aim to explore the
use of deep learning algorithms such as BERT or GPT,
which are based on transformers, to automatically learn
useful linguistic features from raw text data and construct

classification models. Furthermore, we propose possibilities
for finding and analyzing useful words and sentences that aid
in the classification of fraudulent projects using explainable
algorithms.

APPENDIX A
READABILITY

• #_characters: The number of characters.
• #_words: The number of words.
• #_sentences: The number of sentences.
• #_complex: The number of complex words. Those with
three or more syllables.

• #_syllables: The number of syllables

1. ARI: The Automated Readability Index is designed to
gauge the understandability of a text. Representation of the
US grade level. Index score ranges from 1 (Kindergarten) ∼

14 (College). The lower the number, the easier it is to read.

ARI = 4.71
#_characters
#_words

+ 0.5
#_words

#_sentences
− 21.43

(9)

2. CL: Coleman-Liau index is designed to gauge the
understandability of a text. Representation of the US grade
level. Index score ranges from ≤6 (6th grade) ∼ 14 (college
sophomore). The lower the number, the easier it is to read.

CL = 5.88
#_characters
#_words

− 29.59
#_words

#_sentences
− 15.8 (10)

3. GF: Gunning Fog index is a test of English writing. The
index estimates the years of formal education a person needs
to understand the text on first reading. The index score ranges
from≤6 (6th grade)∼ 17+ (college graduate). The lower the
number, the easier it is to read.

GF = 0.4[
#_words

#_sentences
+ 100

#_complex
#_words

] (11)

4. FKGL: Flesch-Kincaid Grade level is designed to
indicate how difficult the passage is to understand in
English. The score ranges from ≤ (6th grade) ∼ 14 (college
sophomore).

FKGL = 0.39
#_words

#_sentences
+ 11.8

#_syllables
#_words

− 15.59

(12)

5. FRES: Flesch-Reading Ease score is designed to indicate
how difficult the passage is to understand in English. The
score ranges from 0 (college graduate) ∼ 100 (5th grade).
The lower the number, the harder it is to read.

FRES = 206.835 − 1.015
#_words

#_sentences
− 84.6

#_syllables
#_words

(13)
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TABLE 6. The Campaign and Updates sections, the mean and standard deviation of fraud and non-fraud linguistic cues, and t-tests for the difference.
Significance: *** p < 0.001, ** p < 0.01, * p < 0.05. If p-value is less than 0.05, it becomes more significant.
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TABLE 7. The comments section, the mean and standard deviation of fraud and non-fraud linguistic cues, and t-tests for the difference. Significance: ***
p < 0.001, ** p < 0.01, * p < 0.05. If p-value is less than 0.05, it becomes more significant.

APPENDIX B
DESCRIPTIVE ANALYSIS
Tables 6, and 7 provide descriptive analysis for the Campaign,
Updates, and Comments sections, respectively. The tables
are located at the end of the paper because of their large
size.
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